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Abstract Prediction of wind speed at high plateau airports can not only provide certain theoretical basis for the safe and efficient operation of the air-
ports, but also save cost and time for their flight scheduling. In this paper, based on the data of average wind speed and related meteorological factors at
the meteorological station of Lhasa Gonggar Airport from 1964 to 2019, a prediction model of wind speed was constructed based on the support vector re-
gression (SVR) algorithm. After the analysis of correlations between various meteorological features, significant features were selected by the random for-
est algorithm, thereby further improving the prediction performance of the model. The results indicate that both visibility and temperature having high cor-
relations with wind speed are key features determining the final accuracy of the prediction model. Meanwhile, compared with other machine learning algo-

rithms, the SVR algorithm represents more highlighted prediction performance for small sample data.
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Wind speed is an important factor considered in airport de-
sign. The distribution frequency of wind direction and speed di-
rectly affects the selection of runway orientation. The takeoff and
landing performance, fuel consumption, and selection of flight al-
titude of aircraft all need to take into account the influence of wind
speed'' >, The climate environment of high plateau airports is
complex and changeable, and the takeoff and landing standards
are greatly affected by the weather. Near the ground, due to une-
ven heating caused by solar radiation and terrain obstruction, there
is a strong ground wind with large changes in wind direction and
speed, which is prone to cause turbulence, turbulence, wind
shear and other phenomena. The Civil Aviation Administration
stipulates that high plateau airports refer to airports with an alti-
tude of 2 438 m or above, and China has extremely strict restric-

B3] At the same

tions on the operation of high plateau airports
time, the ground gale at high plateau airports is also one of the
main reasons for flight delays. Due to the effect of the flight
chain, a single flight delay may lead to large-scale flight delays,
affecting the normal operation of flights. Therefore, the prediction
of wind speed at high plateau airports can provide certain theoreti-
cal basis and suggestion schemes for the prediction of flight de-
lays, facilitate flights to take timely responses and adjustment
measures, save time for flight recovery, and ensure the safe and
efficient operation of aviation.

At present, many effective methods for the prediction of wind
speed have been proposed both domestically and internationally.
The methods for the prediction of wind speed can be roughly divid-

ed into two categories; one is to establish linear or nonlinear rela-
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tionships between wind speed and other important meteorological
factors; the other is to obtain the probability distribution function
of wind speed based on the relationship of time series, thereby
constructing the corresponding model for the prediction of wind
speed* . Li Rongrong et al. ** obtained the prediction residuals of
short-term wind speed based on the time series analysis method,
and used the residuals as the input of the long- and short-term
memory network for prediction. The final prediction result was a
linear combination of the calculation results of the two models.

Gan et al. '

applied time convolution networks and adaptive in-
terval structure optimization strategies to predict short-term wind
speed, and this method utilized deep learning technology, showing
outstanding performance in both prediction accuracy and model
generalization. Considering the intermittency and fluctuation of
wind speed and other issues, Yue Yong et al. combined local
mean decomposition with time series to establish a prediction mod-
el for wind speed, reducing the prediction error'”’. These methods
all only aim to study short-term changes in wind speed, but do not
analyze the intrinsic relationship between wind speed and meteoro-
logical factors as a whole and study the changes of strong winds on
the ground at high plateau airports. Based on the data of strong
winds at four meteorological stations in the east of the Hexi Corri-
dor, Yang Xiaoling et al. "® analyzed their temporal and spatial
distribution, intensity, persistence and other climatic characteris-
tics, and used the optimal subset regression method to establish a
forecast equation for strong winds. The accuracy of this forecast
equation can reach up to 68.8% , and it can provide effective the-
oretical guidance for the operational forecast of strong winds, im-
prove aviation operation efficiency, and reduce the rate of aircraft
delays. Based on the automatic observation data and daily and

hourly observation data of lateral wind at Linzhi Airport in Xizang,
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Ren Yuanji et al. ' used statistical methods to analyze the chan-
ging characteristics of strong winds at the plateau airport and ex-
plore the impact of strong winds at the plateau airport on aircraft
flights on the airport runways. Although the problem of plateau
flight is not unique to China, there are basically no plateau air-
ports in North America and Europe, so there are very few studies
on strong winds at plateau airports in foreign countries.

Overall, there are relatively few studies on the prediction of
wind speed at plateau airports both domestically and international-
ly. These studies mainly aim to analyze the short-term changes in
wind speed, and no consideration has been given to the actual ter-
rain and various important meteorological factors of high plateau
airports. This study aims to explore the correlations between
ground wind speed and other meteorological elements at high plat-
eau airports. Based on the data of wind speed at the meteorological
station of Lhasa Gonggar Airport from 1964 to 2019, feature analy-
sis and screening were conducted for important meteorological fac-
tors according to the environmental characteristics of high plateau
airports. After the reasonable selection of features, the SVR re-
gression model was used to predict wind speed. This research
method can provide technical reference for the prediction of strong
winds at high plateau airports and save time and cost for flight

recovery.

1 Analysis of wind speed at Lhasa Gonggar
Airport

Lhasa Gonggar Airport is a 4E-class international airport for
both military and civilian use. The annual average number of
flights reaches 2 500, and the annual number of domestic and in-
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ternational passengers is up to 760 000", Lhasa Gonggar Airport
is located in Gongga County (67 km away from Lhasa City) in the
Yarlung Zangbo River Basin, with an altitude of 3 670 m. It has a
typical plateau temperate semi-arid climate, with long sunshine

duration and distinct dry and wet seasons''".

Gangga Airport is
also one of airports with the highest altitude in the world, and it is
a typical high plateau airport.

The data of annual average wind speed from the meteorologi-
cal station of Lhasa Gonggar Airport during 1964 —2019 were used
to predict wind speed. Fig. 1 shows the changes in annual average
wind speed at Lhasa Gonggar Airport over the past 60 years.
Average wind speed was 3.76 m/s, with a standard deviation of
0.426 m/s. The results indicate that at Lhasa Gonggar Airport,
annual average wind speed did not changed much since 1964, and
showed a slight decreasing trend overall. From Fig. 1, it can be
seen that the changes in annual average wind speed mainly oc-
curred from 1980 to 2016, in which the maximum 4. 81 m/s ap-
peared in 1965, while it was the minimum in 2002 (2.92 m/s).
In fact, the decrease in annual average wind speed was related to
the recent urbanization development and the construction of the
airport, and they caused changes in the detection environment

near the station"?.

2 Construction of a prediction model of wind
speed

2.1 Analysis of correlations The correlations between annual
average wind speed and 15 features such as average minimum tem-
perature and average visibility from 1964 to 2019 were analyzed.
Fig. 2 presents the Pearson correlation coefficient between average
wind speed and these meteorological features. As shown in Fig. 2,
most correlations between the 15 features and average wind speed
were weak positive correlations. Among them, average wind speed
was only positively correlated with the number of days with average
temperature <0 °C, the maximum daily precipitation, and the
maximum visibility. It had certain negative correlations with aver-
age minimum temperature, average maximum temperature, and
average temperature (0.5 < correlation coefficient <0.6). Fea-
tures such as average dew point temperature, maximum tempera-
ture extreme, and precipitation had relatively small correlations
with average wind speed, with a correlation coefficient of —0. 16,
- 0.073, and - 0. 064, respectively. However, the features
highly correlated with average wind speed may play a crucial role
in the model training process and thus affect the final prediction
performance.

Furthermore, since the similarity of the attribute values of
these 15 features was relatively high, the Pearson correlation coef-
ficient between the features was also relatively large. During mod-
el training, if there are many highly correlated features in training
samples, these features will have certain influences on each other,
which to some extent causes deviations in the prediction results
and reduces the prediction performance of the model"’.

Therefore, these highly correlated features should be deleted
as follows: the first step is to calculate the correlation coefficient
between each feature and the remaining 14 features; the second
step is to record the number of correlation coefficients greater than
0.7, and if the correlation coefficient between the features was
greater than 0.7, the feature with the larger number among the two
features was deleted; the third step is to repeat the calculation
process until the correlation coefficient between any two features
among the remaining features was less than or equal to 0. 7. Final-
ly, 9 features were obtained, including average minimum tempera-
ture, the number of days with average temperature = 18 °C , aver-
age visibility, average dew point temperature, the number of days
with minimum temperature << 0 °C , maximum daily precipitation,
minimum visibility, maximum temperature extreme, and the num-
ber of precipitation days.

2.2 Support vector regression algorithm Support vector re-
gression (SVR) is essentially an application of the support vector
machine (SVM) in function fitting and regression prediction.
SVM algorithm, which was first proposed by Corinna, is a data

U4 1t performs

mining method based on statistical learning theory
exceptionally well in solving nonlinear data and small sample prob-
lems, so it is thus widely used in various research fields. The core
idea of the SVR algorithm is to use a kernel function to map all

sample data points to a high-dimensional feature space. In this
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high-dimensional space, an optimal hyperplane that meets certain
conditions needs to be found to minimize the total deviation be-
tween the training samples and the regression curve y = f(x) =
wd(x) +b (where @ is weight vector, and b is bias term)'"".
The resulting hyperplane ensures both accuracy and the minimum
distance to the nearest sample. Through the kernel function, sam-
ple data points in the high-dimensional space exhibit a linearly
separable trend, avoiding complex operations in high-dimensional
space and then achieving the nonlinearity of linear algorithms. In
traditional linear regression, any deviation between the predicted
value and the true value is calculated as an error loss. In SVR,
the error loss is calculated only when the absolute deviation be-
tween the predicted value and the true value exceeds the threshold
&', The SVR algorithm follows the principle of minimizing
structural risk, and can effectively avoid the overfitting problem,

so it is more suitable for regression analysis of small samples.
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Fig.1 Variation in annual average wind speed at Lhasa Gonggar
Airport from 1964 to 2019
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Fig.2 Heat map of correlation coefficient among various meteoro-
logical features

2.3 Model construction The sample data were normalized by

using the min-max normalization method to reduce the errors
among different feature attributes. The calculation formula is as
below .

x—x

e (1)

X - X

where x,, is the maximum of sample data, and x,, is the mini-
mum of sample data.

After training with the SVR algorithm, the final prediction
model of wind speed was obtained. Based on the feature values of
training samples, SVR algorithm is applied for training to con-
struct the prediction model of wind speed. The parameters of the
model were adjusted to optimize the final prediction results.

Due to the small number of sample data, the leave-one-out
method was used to evaluate the final prediction model. The leave-
one-out method is a special case of the cross-validation method in
machine learning, and is more suitable for small sample datasets.
The results obtained by using the leave-one-out method are closest
to the expected value of training the entire test set, and the evalu-
ation results are generally considered to be relatively accurate'™’.
The basic principle of the leave-one-out method is to select the
first sample from the original sample data (n samples) as the test
set, and the remaining n — 1 samples as the training set for the
first model training and calculation. Then the second sample is se-
lected as the test set, and all the original samples except for the
second sample are as the training set. The above process is repeat-
ed until all samples are selected as the test set, and the final re-
sult is the average of n test results.

2.4 Model evaluation
dicators, namely mean absolute error ( MAE), root mean square
error (RMSE), and mean absolute percentage error ( MAPE) ,
were used to assess the prediction performance of the model. The

In this paper, three error evaluation in-

formulas of various indicators are as below:

MAE =51y, 5.1 (2)
n i=
1z «
RMSE = -3 (- 3,)’ (3)
0y, =y
mapg =L X0 (4)
n=toy;

where y, means the actual value of wind speed; ¥, is the prediction

value of wind speed; n denotes the number of samples.

3 Experimental results

3.1 Impact of highly correlated features on prediction per-
formance To study the impact of highly correlated features on
the model, the prediction models of wind speed were constructed
by using all features of the sample data and the 9 features with
lower correlation. The comparison results of the prediction per-
formance of the models based on SVR algorithm are shown in
Table 1. The MAE, RMSE and MAPE of the prediction model
constructed by using all features are 0.251, 0.200, and 5.452% ,
respectively. The three errors of the prediction model constructed
by using the 9 features increase by 0.017, 0.011, and 0.318% ,
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respectively. After highly correlated features were removed, the
prediction performance of the model slightly decreases, indicating
that highly correlated features still has a certain impact on the ac-
curacy of the prediction model. This may be because the sample
data involved a relatively small number of feature types, and simi-
lar features had subtle differences, thereby affecting the prediction
performance of the model. Therefore, removing highly correlated
features to screen the features of the sample data cannot improve

the prediction performance of the model.

Table 1 Comparison results of features with lower correlation coeffi-
cient and all features for the prediction model
MAE RMSE MAPE
Features
m/s m/s %
All features 0.251 0.200 5.452
Features with lower correlation coefficient 0.268 0.211 5.770

3.2 Score of the importance of features In this paper, the
random forest (RF) method was used to score the importance of
features in the training samples, thereby selecting the features that
play a crucial role in the prediction performance of the model.
Currently, using the RF algorithm to score the importance of fea-
tures has been widely applied in fields such as genomics and pro-
teomics in bioinformatics. The RF algorithm first calculates the
variance of internal nodes in its decision trees, and the feature
within internal nodes is regarded as the important feature if it has
the largest reduction in regression variance. The importance of the
final feature is determined by the average of all decision trees. The
score of the importance of 15 features obtained by the RF algo-
rithm is shown in Fig. 3. From the figure, it is seen that average
visibility plays the most crucial role among all the features, and
the score of its importance is 0. 254. According to the results of
the correlations in Fig. 2, the correlation coefficient between aver-
age visibility and average wind speed was —0.41. This also veri-
fies that average visibility is an important feature determining the
accuracy of the model. Average temperature and average maximum
temperature have similar impact on the prediction model. The im-
portance of precipitation and temperature extremes is relatively
small.

According to the score of the importance of all features, the
top-ranked features were selected from the sample data and used to
construct the prediction model of wind speed. When the top 10
features were selected for model training, the obtained prediction
results are the best. The prediction errors MAE, RMSE and
MAPE are 0.238, 0.186, and 5.063% , respectively. Compared
with the prediction model constructed by using all features, the
prediction performance of the model obtained by the features se-
lected by the RF algorithm is better, and the errors MAE, RMSE,
and MAPE decrease by 0.013, 0.014, and 0.389% , respectively.

Fig.4 shows the fitting results of the prediction model con-
structed by the features selected by the RF algorithm. It can be
seen that the prediction values of wind speed has a slight delay

over time. As wind speed fluctuates significantly, the prediction

accuracy decreases. From 1983 to 1991, there was a large error
between the prediction and actual values of annual average wind
speed. The main reason for the large error is that the feature val-
ues of the sample data are relatively few, and wind speed is a
comprehensive manifestation of various factors. Wind speed is not
only related to meteorological factors such as temperature and visi-
bility, but also related to other factors. The limited data collected
by the meteorological station, a small number of sample data, and
relatively simple feature types will affect the final prediction per-
formance.

3.3 Impact of kernel functions on the prediction model In
the nonlinear SVR algorithm, kernel functions realize the transfor-
mation of sample data from a high-dimensional space to a low-
dimensional space, which plays a significant role in the prediction
results of the model. Four different kernel functions ( Gaussian ra-
dial basis kernel function, polynomial kernel function, linear ker-
nel function, and Sigmoid kernel function) in the SVR algorithm
were used to train the sample data, and different prediction models
of wind speed were obtained. The parameter values of the model
were adjusted to optimize the prediction results. The prediction re-
sults obtained by different kernel functions are shown in Table 2.
The calculation results of the Gaussian radial basis kernel function
have the smallest errors, while the prediction results of the Sig-
moid kernel function model have the largest errors (MAE >0.25,
RMSE >0.20). The prediction results of the polynomial kernel
function and linear kernel functions are between the two, and their
errors are the closest. Generally speaking, the Gaussian radial ba-
sis kernel function has a smaller deviation, and requires fewer pa-
rameters compared to the polynomial kernel function, thereby im-
proving the computational efficiency while reducing the complexity
of the model. At the same time, the Gaussian radial basis kernel
function can achieve the mapping of nonlinear data, and maintains
good generalization performance even without parameter adjust-
ment'”" . The linear kernel function is a special case of the Gauss-
ian radial basis function. Its advantages can be demonstrated only
when the number of features of the data is large, while the per-
formance of the Sigmoid kernel function is similar to that of certain

7 Hence, based

parameterized Gaussian radial kernel function
on the prediction results of the models, the Gaussian radial basis
kernel function should be selected as the kernel function of the
prediction model of wind speed.

3.4 Comparison of prediction results of wind speed by dif-
ferent machine learning methods To further verify the effec-
tiveness of the prediction model of wind speed, three machine
learning algorithms, namely k-Nearest Neighbor (kKNN) , gradient
boosting decision tree (GBDT) , and ridge regression (RR) , were
used to construct different prediction models of wind speed based
on the same sample data. The parameters of the machine learning
algorithms used for comparison were all optimized during testing.
The comparison results of these methods are shown in Table 3. Tt

can be seen that all classification algorithms exhibit good predic-
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Fig.4 Fitting results of the prediction model based on the SVR al-

gorithm

Table 2 Comparison results of different kernel functions of SVR algo-
rithm for the prediction model

. MAE RMSE MAPE
Kernel functions
m/s m/s %
Gaussian radial basis kernel function 0.238 0.186 5.063
Polynomial kernel function 0.247 0.195 5.285
Sigmoid kernel function 0.251 0.203 5.506
Linear kernel function 0.249 0.195 5.289

tion performance, among which the prediction performance of the
SVR algorithm is the best. Although the RR algorithm further re-
duces model overfitting by adding a regularization term based on
the squared error, the final fitting result is significantly better than
that of the GBDT and ANN algorithms. However, the MAE,
RMSE, and MAPE of the model obtained by using the SVR algo-
rithm are 0.016% , 0.017% , and 0.042 7% lower than those of
the RR algorithm, respectively. Therefore, compared with other

machine learning methods, SVR has more advantages in the pre-

diction of small sample datasets, and can predict the annual aver-
age wind speed at Lhasa Gonggar Airport more accurately, so the

prediction model of wind speed is effective.

Table 3 Comparison of prediction results of wind speed by different
machine learning methods

Machine learning methods MAE//m/s RMSE//m/s MAPE//%
SVR 0.238 0.186 5.063
GBDT 0.287 0.229 6.295
kNN 0.333 0.253 6.732
RR 0.254 0.203 5.490

4 Conclusions

Based on the data of wind speed at Lhasa Gonggar Airport
from 1964 to 2019, the SVR algorithm was applied to construct the
prediction model of wind speed after the features were selected by
using the random forest method. Compared with the screening
method of removing highly correlated features, this method can
further improve the prediction performance. The conclusions ob-
tained are as follows:

(1) From 1964 to 2019, annual average wind speed was neg-
atively correlated with average minimum temperature, average
maximum temperature, and average temperature. However, the
high correlation among different features have little impact on the
prediction model.

(2) Compared with other machine learning methods, the
SVR algorithm has obvious advantages in handling small sample
data sets, and the prediction performance obtained by using the
Gaussian radial basis kernel function is better.

(3) Average visibility and average minimum temperature are
two important features affecting the prediction performance of the
model.

The constructed prediction model of wind speed based on the
SVR algorithm can provide reasonable reference and effective the-
oretical basis for the prediction of wind speed at high plateau air-
ports, thereby ensuring the safe and efficient operation of high
plateau airports. However, this study still has problems such as
limited research data and few feature attributes used for training.
Wind speed not only has periodicity in time but also has a close
relationship with the surrounding environment and meteorological
conditions of the airport. Hence, how to comprehensively analyze
and predict the wind speed of high plateau airports is a topic that
needs to be studied further in the future.
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In addition, there are still the following problems in the practical
process :

The complexity of Al tools: the generation quality of free Al
tools depends on the design of prompt words, and some complex
tasks (such as thematic maps) still require manual intervention.
Moreover, multimodal output lacks professionalism and is diffi-
cult to completely replace teacher creativity.

Limitations of teacher technology: some teachers’ under-
standing of Al technology still remains at the surface level of ap-
plication, and their awareness of technology application is weak.
It is necessary to strengthen the integration ability of " technology
— literacy — application" through school-based training.

Data security : the development of intelligent agents involves
the collection of student behavior data, and it is necessary to im-
prove the confidentiality mechanism of campus data to avoid pri-
vacy leakage risks.

In future research, it will further explore multi-agent collab-
oration models (such as "lesson preparation — teaching — evalua-
tion" chain agents) and develop lightweight AT — GIS tools to en-
hance the characteristics of geography. In addition, attention
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about tool innovation, but also requires the construction of a sus-
tainable practical paradigm between " technological rationality"

and " educational essence" .

References

[1] GUO SN, WU YH. Teachers in the era of artificial intelligence in vision
of social role theory; Distress, attribution and clarification[ J]. E-edu-
cation Research, 2022, 43(6) . 18 —24, 60.

[2] ZHANG LM. Innovative practice of generative Al empowered geography

[

"regional culture and urban-rural land-

teaching in high school ; Taking
scape" as an example[ J]. Geography Teaching, 2024 (21) . 25 -29.

[3] HUANG FJ. Research on the optimization of tiered geography assign-

[

ments in high schools based on the Al learning
form[ J]. Teaching Reference of Middle School Geography, 2023 (25) ;
49 -53.

[4] CHENG J, ZOU SW, CHEN S. Application scenarios and practice of
Al tutor empowering geography project-based learning[ J ]. Geography
Teaching, 2024(9) ; 24 -29.

[5] LU SJ, DONG YZ. Exploration of the impact and application of artifi-
cial intelligence on high school geography teaching[ J]. Survey of Edu-
cation, 2021,10(35) : 45 —-47.

[6] XIAO LM, FENG B, LI SH, et al. Opportunities, challenges, and
pathways for middle school geography teaching in the era of artificial in-
telligence[ J]. Education of Geography, 2024(6) . 7 - 10.

[7] LI JM, ZHANG ML, WANG T. Advantages and strategies of AIGIS for
geography core competencies development [ J]. Geography Teaching,

2024(21): 19 -24.

+ smart education plat-



	text of Meteorological and Environmental Research 202506 39.pdf
	text of Meteorological and Environmental Research 202506 40.pdf
	text of Meteorological and Environmental Research 202506 41.pdf
	text of Meteorological and Environmental Research 202506 42.pdf
	text of Meteorological and Environmental Research 202506 43.pdf
	text of Meteorological and Environmental Research 202506 44.pdf

